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SUMMARY

Low Reynolds number turbulence stress and heat flux equation models (LRSFM) have been developed
to enhance predictive capabilities. A new method is proposed for providing the wall boundary condition
for dissipation rate of turbulent kinetic energy, �, to improve the model capability upon application of
coarse meshes for practical use. The proposed method shows good agreement with accepted correla-
tions and experimental data for �ows with various Reynolds and Prandtl numbers including transitional
regimes. Also, a mesh width about 5 times or larger than that used in existing models is applicable by
using the present boundary condition. The present method thus enhanced computational e�ciency in ap-
plying the complex turbulence model, LRSFM, to predictions of complicated �ows. Unsteady Reynolds
averaged Navier–Stokes (URANS) computations are conducted for an oscillatory non-isothermal quasi-
planar triple-jet. Comparisons are made between an experiment and predictions with the LRSFM and the
standard k–� model. A water test facility with three vertical jets, the cold in between two hot jets, sim-
ulates temperature �uctuations anticipated at the outlet of a liquid metal fast reactor core. The LRSFM
shows good agreement with the experiment, with respect to mean pro�les and the oscillatory motion of
the �ow, while the k–� model under-predicts the mixing due to the oscillation, such that a transverse
mean temperature di�erence remains far downstream. Copyright ? 2003 John Wiley & Sons, Ltd.

KEY WORDS: transitional �ow; thermal striping; mixing of jets; Reynolds stress equation; turbulent
heat �ux equation; liquid metal cooled fast reactor

1. INTRODUCTION

Predictions with a turbulence model based on the Reynolds averaged Navier–Stokes equation
(RANS) have been one of the most popular ways for design assessment in the industrial
�eld. Generally, engineers aim to extract information on thermal-hydraulic performance under
rated, partial or transient conditions, via predictions assuming steady or quasi-steady states.
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However, applying high-performance computing with a �ne computational grid and a higher-
order convective di�erencing scheme often exhibits oscillatory motions of the �ow �elds. The
oscillations arise from the �ow instabilities that are often encountered in complex industrial
systems.
Tucker and Pan [1] performed unsteady RANS (URANS) computations for a complex �ow

in the model of an electronic device. They made comparisons of mean and unsteady compo-
nent of velocity distributions between the experiment and predictions with a wide spectrum
of zero to two-equation turbulence models, showing similarity of mean velocity and signi�-
cant variation of velocity �uctuation intensity among the predictions. Unsteady heat transfer
characteristics were investigated on separated �ows in a duct with rib turbulators by Tatsumi
et al. [2] applying URANS with a non-linear eddy viscosity model. They suggested serious
in�uence of a large time scale periodic �uctuation on instantaneous thermal-hydraulic �elds.
Maekawa [3] carried out transient computations on thermal strati�cation in the upper plenum
of a test rig simulating a liquid metal cooled fast reactor in which the rising speed and tem-
perature gradient of the strati�ed boundary were the important parameters to be predicted. The
transient was quasi-steady states with respect to the system parameters such as �ow rate, inlet
temperature, etc. The computation though, showed an oscillation of the jet discharged from 7
circular nozzles, simulating the reactor core outlet, into the hot plenum and a sloshing motion
of the strati�ed boundary. Also the oscillatory jet impinged upon the thermal strati�cation
boundary, shaving and entraining the hot �uid particles above the boundary.
The above work shows the URANSs capability of predicting unsteady �ows featuring the

eddy viscosity models. The complex �ows, however, may have anisotropy of eddy viscosity as
well as di�erent time scales in directions, uiui=�. The present work examined the applicability
of low Reynolds number turbulence stress and heat �ux equation models (LRSFM) and the
standard k–� model, focusing on the coherent oscillatory motion as well as time averaged
characteristics. Also, a low Reynolds number wall boundary condition approach � is proposed
to improve the model when a coarse mesh is utilized for practical application. Some results
from validation studies are presented to show accuracy and computational e�ciency of the
proposed boundary condition and the LRSFM.
A comparative study of the turbulence models was carried out through calculations for a

water test of three quasi-planar jets conducted by Kimura and Tokuhiro et al. [4; 5]. Ther-
mal striping phenomena was simulated; the convective mixing and temperature �uctuations
anticipated at the outlet of a liquid metal cooled fast reactor core. This phenomenon may
a�ect the integrity of structures exposed to such �uctuations. The water experiment involves
the thermal mixing of an unheated central jet (referred to as ‘cold’) in between two adjacent
jets at a higher temperature (referred to as ‘hot’) and at the same discharge velocity relative
to the central jet. In this paper, a comparison along with a discussion of the experiment and
the numerical simulations are presented. The typical characteristics of mixing of thermal jets
under speci�ed conditions are discussed.

2. EXPERIMENT

Figure 1 shows the experimental apparatus. The test section is immersed inside a rectan-
gular tank measuring in mm 2438× 2438× 671. As noted in the top view, two acrylic
partition plates sandwich four rectangular blocks, thereby con�ning the jets into a quasi,
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Figure 1. Schematic illustration of the experimental apparatus.

two-dimensional planar �ow. The size of the nozzles is 20× 169 mm2. Additional details on
the facility are contained in the studies by Kimura et al. [4] and Tokuhiro et al. [5]. Temper-
ature measurements were taken with a traversing thermocouple array consisting of 39 K-type,
chromel-alumel thermocouples (TCs) facing vertically downward and horizontally spaced in
5mm intervals over a 190mm span. The expected measurement error is less than 0:1◦C. The
TCs are inserted and bonded to the horizontal bridge and are threaded into either the right or
left arms.
Velocity measurements were taken using the Met-Flow Model X-1 Ultrasound Velocity

Pro�le (UVP) [6; 7] monitor with a single, Delrin-encased (temperature limit ∼ 80◦C) piezo-
electric transducer with a 6 mm diameter beam, operating at 4 MHz.

3. PREDICTIVE TECHNIQUE

3.1. Conservation equations

A complete description of the conservation equations and turbulence model is presented in the
appendix. Here, we only present a summary and note features of the turbulence model. The
ensemble averaged equations of mass, momentum and energy (speci�c enthalpy) are imple-
mented in the single phase multi-dimensional code CASCADE [8; 9]. In this set of equations,
second-order moments such as Reynolds stress, u′iu′j, and turbulent heat �ux, u′ih′ appear. The
most popular way to calculate these moments is to use k–� models in which isotropic eddy
viscosity and a linear relation between the second-order moments and its associated mean �eld
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gradient are assumed. In the present study, the conservation equations of Reynolds stress and
the turbulent heat �uxes are solved to eliminate unwanted contributions originating from the
assumptions used in the k–� models as just mentioned. In the case of sodium �ow, the turbu-
lent Prandtl number is dependent on the Reynolds number as well as on space. This is because
of the small ‘laminar’ Prandtl number of liquid sodium. Therefore, we abandon the use of
the turbulent Prandtl number and solve for the turbulent heat �uxes as dependent variables.
The Reynolds stress equation model (RSM) implemented here was proposed by Shima

and validated for various types of �ow such as a �at plate boundary layer [10], a boundary
layer with transpiration [11], a rotating channel �ow [12], and a three-dimensional turbulent
boundary layer on a swept wing [13], etc. The turbulent heat �ux equation model (HFM)
used in this study is based on a model proposed by Launder [14]. In the present model, the
�uctuating pressure-speci�c enthalpy correlation is modi�ed:

�it =�it1 + �it2 + �it3 + �itw (1)

where

�it1 =−Ct1 ��k u
′
ih′ − Ct1n

��
k
aiju′jh′ (2)

�it2 =−Ct2(Pit1 + Pit2) (3)

�it3 =−Ct3Git (4)

�itw =C ′
t1�kt1nkni

k3=2

Cl�xn
(5)

Pit1 =−�u′iu′k
@�h
@xk

(6)

Pit2 =−�u′kh′
@Ui
@xk

(7)

with n as a unit vector normal to the wall and its use as a subscript stands for the normal
direction. The quantity aij is the dimensionless, anisotropic representation of Reynolds stress:

aij=
uiuj
k

− 2
3
�ij (8)

A description of other notations is contained in the appendix. There are two di�erences in the
above equation compared to Launder’s model. The last term in Equation (2) was added to
simulate the anisotropy of turbulence. Also, in a conventional HFM, Pit1 is ignored in Equa-
tion (3). The importance of the presence of this term in Equation (3) was, however, shown
by Nishimura et al. [15] in the computation of gas �ows at high heat �uxes accompanied by
laminarization.

3.2. Wall boundary conditions

A non-slip wall boundary condition was applied to the top and the side faces of the nozzle
blocks. The side faces of the nozzle blocks corresponded to channel walls of the inlet nozzles
(see Figure 1).
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The Reynolds stress equation model proposed by Shima [10] used a boundary condition
for �w which is similar to other low Reynolds number models. Its form is as follows:

�w = �
@2k
@y2

(9)

or

�w =2�

(
@
√
k

@y

)2
(10)

Equations (9) and (10) are identical to each other in a mathematical sense, except that,
Equation (10) has the advantage of stability in terms of numerical calculations [16]. However,
to maintain accuracy during calculations, one has to place the computational node of the wall-
bounded control volume very close to the wall such that the non-dimensional distance y+ is
less than 0.5 (e.g. Reference [16]). For example, this non-dimensional distance corresponds to
several �m for sodium �ow with a Reynolds number on the order of 105, a pipe diameter of
0:05m, an average temperature of 300◦C, and an average velocity of 1 m=s. So this criterion
makes the actual application of low Reynolds number models di�cult, not only for large-scale
power plants, but also for sodium �ows at experimental facilities. Therefore, we sought to
implement a new method such that one could use a coarse mesh arrangement near walls. This
new type of wall boundary condition was applied to �, and it enhanced the e�ciency and
robustness of computations. From dimensional analysis, � can be expressed as follows:

�∝ k
3=2

l
(11)

where l is a characteristic length of eddies. The most common expression based on this
relation is used in the wall function from a log law (e.g. Reference [17]) as

�=
C3=4� k3=2

�y
(12)

where C� and � are empirical and von Karman constants, respectively. This equation was ap-
plied to the �rst node from the wall to provide a boundary condition for � in high Reynolds
number turbulence models. We note that in this case, the �rst node should be placed in the
region between 30¡y+¡200, where the logarithmic velocity pro�le is formed. In practice,
many codes with high Reynolds number models use this equation from y+ =12. The lower
limit of validity of Equation (12) is due to changes of C� and � in the near wall region,
y+¡12, where the velocity pro�le deviates from the log law due to in�uence by �uid vis-
cosity. In the present work, we propose to modify and extend the relation, Equation (11), to
the near wall region by replacing the constant part of Equation (12) with a function of y+

as follows:

�=feps(y+)
k3=2

y
(13)

where

feps(y+)= max[0:19; 7:90 (y+)−1:89] (14)
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Figure 2. Function providing � wall boundary condition.

Equation (13) is also applied to the �rst node from the wall, as in Equation (12), but not at
the wall itself. The above function is shown in Figure 2 and derived from regression applied to
the data taken from the DNS database of Kuroda et al. [18] and Kawamura [19]. The former
calculation was executed for turbulent plane channel �ow and the latter for turbulent circular
tube �ow. We note that Equation (14) takes directly into account neither the Reynolds number
nor the type of �ow. Nevertheless, the e�ect of Reynolds number is implicitly contained in
Equation (14) via y+ and k and thus u�.
To check the applicability of Equation (13) to �ows under various Reynolds number con-

ditions, Nishimura [20] conducted validation studies for fully developed pipe �ow of a �uid
with Prandtl number, Pr=1:0, including its turbulent–laminar transition and separately the
heat transfer coe�cient of the liquid sodium (Pr≈ 0:0044 at 580◦C) �ow in a circular tube.
The predictions using Equation (13) were performed using meshes with the �rst node placed
at distances y+¡0:5 (�ne mesh) and y+¡5 (coarse mesh) from the wall. Figure 3 presents
comparisons of the predicted results to the accepted correlations for the �ow at Pr=1:0. In
the �gure, the notations ‘FM’ and ‘CM’ denote �ne and coarse meshes, respectively. Also,
‘Axi-CM’ is the results obtained using an axial mesh with twice the length of that in CM.
The distance of the �rst node applied to the coarse mesh is 5 times or larger compared to
that being used in conventional low Reynolds number turbulence models. The label ‘mod
Dittus-Boelter’ stands for the popular relation with the modi�ed coe�cient [21]:

Nu=0:021Re0:8Pr0:4 (15)

The predicted results show a near stepwise transition at Re=2:4× 103–2:5× 103 and 2:3× 103–
2:4× 103 for the �ne and coarse meshes, respectively, and good agreements to the correlations.
In addition, a representative CPU time using the �ne and coarse meshes were 88 and 5 min,

Copyright ? 2003 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2003; 43:1019–1044



URANS COMPUTATIONS FOR OSCILLATORY NON-ISOTHERMAL TRIPLE-JET 1025

100

101

102

103

104

10-3

10-2

10-1

103 104 105

N
u

P
ip

e 
fr

ic
tio

n 
fa

ct
or

Re

4.36

Mod. Dittus-Boelter[21]

64/Re

Blasius

: F.M.

: C.M.

:P
it1

 omitted

 in Eq.(3),F.M.

 

 

: Axi-C.M.

Figure 3. In�uence of modelling of the �ux equations and mesh width on
predicted Nusselt number and friction factor.

1

10

100

101 102 103 104

: C.M

: F.M

:
:

 

N
u

Pe

Laminar analytic value

Kirillov et al.[22]

Figure 4. Comparisons of predicted and correlated sodium �ow heat
transfer dependence on Peclet number.

respectively, for a calculation at Re=1× 104 on FACOM VPP-300 which had a maximum
potential of 1 GFLOPS. These results show that the present model is capable of predicting
transitional �ow with both �ne and coarse meshes with improved computational e�ciency.
In Figure 4, the calculated results from the present model with the boundary condition (13)
are compared to empirical and analytic values for liquid metal �ow in turbulent and laminar
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�ow regimes, respectively. The �rst node from the wall was placed closer than y+ =0:5 for
the �ne mesh arrangement, while for the coarse mesh, the �rst node was at about y+ =4. The
analytic value of the Nusselt number for laminar �ow is 4.36. For the turbulent regime, the
empirical correlation by Kirillov et al. [22]:

Nu=5+ 0:025Pe0:8 (16)

was selected for comparison. The prediction traces heat transfer dependency on Peclet number
well. Moreover, the results from the �ne and coarse mesh calculations show the same Nusselt
numbers except in the transitional Peclet number region.
Predictive capability of the present model was also examined on Nusselt numbers for the

�uids with higher Prandtl numbers at Re=1× 104. The correlations of modi�ed Dittus–Boelter
and Sleicher–Rouse [23] are cited to make comparisons with the prediction. Sleicher and Rouse
presented correlation to determine Nusselt numbers for various values of Reynolds and Prandtl
numbers:

Nu=5+ 0:015ReaPrb (17)

where

a=0:88− 0:24=(4 + Pr) (17a)

b=1=3 + 0:5e−0:6Pr (17b)

As shown in Figure 5, predicted heat transfer coe�cients at the cross-section 200D from the
inlet, under the fully developed condition, are compared to the accepted correlations [21; 23].
The computed result with the �ne mesh agrees well with the correlations, showing that the
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present model is capable of predicting heat transfer for high Prandtl number �uid �ow. On
the other hand, the result with the coarse mesh fails to predict the Nusselt number at Pr=50.
This can be attributed to the location of the �rst computational node from the wall, placed
at y+≈ 2:5. The thickness of a thin conduction wall sublayer is 1=50th than that of a viscose
wall sublayer in the �uid �ow at Pr=50. Thereby, the coarse mesh is not able to resolve
the steep temperature gradient in the vicinity of the wall.
As for the last validation study on the present model and the wall boundary condition,

predicted results are presented on the forced convection gas �ows in a circular tube at high
heat �uxes accompanied by laminarization [15]. The high heat �ux on the wall, e.g. ap-
plied in gas-cooled reactors, imposes signi�cant gas temperature variation along and=or across
the cooling channels on turbulent �ow. The temperature range causes variation of the gas
properties, invalidating the use of design relations such as the popular Dittus-Boelter corre-
lation [24]. Therefore, the laminarization is one of the important thermal-hydraulic issues to
be well predicted with computational codes. In the present study, the experiment conducted
by Shehata [25] was computed. A resistively heated, seamless, extruded Inconel 600 tube of
27:4mm (1:08in) inside diameter was employed as the test section. Heated length between the
electrodes was about 32 diameters and it was preceded by a 50 diameter, adiabatic entry region
for �ow development. Criteria for �ow regime prediction [26] and experimental conditions are
presented in Figure 6. Runs 618, 635 and 445 are corresponding to inlet Reynolds numbers of
about 6080, 6050 and 4260 with non-dimensional heating rates, q+ = q′′w=(G cp�i), of about
0.0018, 0.0035 and 0.0045, respectively. Figure 7 shows comparisons of Nusselt numbers
between the experiment and the prediction. The origin of x-axis is set at the start point of
heated wall. Agreement of the predictions with the experiment is good. The maximum error
occurs in case 635 for the result of CM at x=D=22:5. The computation over-predicted the
Nusselt number as about 13% compared to the experimental data. The di�erences between
the predictions and the data, however, are still comparable to the estimated experimental un-
certainties in general. Mean velocity and temperature pro�les at x=D=24:54, near the top
end of the resistively heated section, are presented in Figures 8 and 9, respectively. The
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computation consistently agrees to the experiment. This shows that the present model is ca-
pable of predicting laminarization due to strong heating as well as that caused by the change
of Reynolds number, even if coarse meshes are applied.
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We note that a Taylor-series expansion of the equations for turbulence quantities at the
wall yields that the order of magnitude of � is mainly determined by y0; i.e. � approaches to
a certain value with decreasing y while k is proportional to y2 (e.g. Reference [27]). If one
apply this relation of k with y to Equation (13), the new boundary condition (13) for � is
proportional to y0:11; the numerator and denominator are, respectively, proportional to y3 and
y2:89, which nearly agrees with the result of a Taylor-series expansion of �. We could match
the near wall behaviour of �, as �∝y0, by setting the power of y+ to −2:00 instead of −1:89
in Equation (14). Strictly speaking, however, the Taylor series expansion of � can be written
as follows [27]:

�= �{(a′12 + c′12)y0 + 4(a′1a′2 + c′1c′2)y1}+ · · · (18)

Thus � contains contributions from ∝y1 as well as ∝y0. Meanwhile, our functional � wall
boundary condition is derived from a DNS database, shown by the regression in Figure 2. The
DNS results for some range of Reynolds numbers correlated very well with Equation (14).
One expects that the linear contribution to term � is associated with the term �∝y0:11. This
trend is inherently re�ected in the DNS result. The value of the exponent, 0.11, makes �
nearly constant around the region of y+ =0:1 to 1, where the �rst node is placed in the
use of Equation (13). This implies consistency of the present boundary condition with the
asymptotic behaviour of � in the near wall region.
As for other turbulence quantities than �, featured in the LRSFM, namely u′iu′j, u′ih′ and

h′h′, values are equal to zero at the wall. With the k–� model prediction, the log law wall
function was used to set the wall boundary conditions.

3.3. Inlet conditions

For the simulation of the jets, distributions of the dependent variables are speci�ed as an inlet
boundary condition, at the horizontal cross-sections approximately 60 mm upstream from the
nozzle outlets. These distributions are predicted previously and separately from the computa-
tion of the jet and determined via calculation of channel �ow in the entrance region, which
has a 20mm width and 340mm length, that existed upstream of the computational region for
the jets. At the inlet of the entrance region, uniform distributions of the dependent variables
are assumed, and the following values are applied:

Win = 0:5 m=s; Th = 30:8◦C; Tc = 25:4◦C; k=0:005W 2
in ; �=

C0:75� k1:5

0:09 ·D ; C�=0:09

u′u′= v′v′=w′w′= 2
3 k; u′w′=0; h′h′=0; and u′h′=w′h′=0

Both Th and Tc correspond to the measured values.
The average discharge velocity and temperature di�erence between the jets gives a typical

Richardson number, Riexp≈ 0:002, for Grexp≈ 4:5× 105 and Reexp≈ 1:5× 104. In a LMFR at
the rated conditions, the corresponding Ri number, for ReLMFR ≈ 1:7× 106 and GrLMFR ≈ 3:1×
109, is typically around RiLMFR ≈ 0:0014. Thus, the �ow in both the experiment and a typical
LMFR is dominated by forced convection.
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3.4. Outlet conditions

For the momentum equations, velocity components normal to the outlet boundary surfaces are
speci�ed to satisfy the mass conservation law of the outlet control volumes. For the energy and
the turbulence equations, a zero gradient normal to the boundary is applied. A constant value
of the pressure is speci�ed at the outlet control volumes, as a Dirichlet pressure boundary
condition.

3.5. Computational grid

A two-dimensional Cartesian co-ordinate system is used for the calculations since the thermal-
hydraulic �eld under consideration is assumed to be planar. The typical mesh size is
2.0–3:0 mm for the region where the main �ow passes. The variable mesh used with the
LRSFM consists of 160× 170 control volumes spanning a 460mm× 668mm (width× height)
simulation domain, including the upstream part of the nozzle channel with a length of 59mm.
For the prediction with the k–� model, a variable mesh 150× 193 is applied over a 763mm×
932 mm computational region (also includes part of the nozzle channel). Thus the extents
of the computational regions are di�erent for the calculations of the LRSFM and the k–�
model. We therefore checked the possible in�uence caused by this di�erence by means of
calculations with the k–� model. We found no substantial in�uence caused by the di�erence
of computational regions used in the present calculation. The highest aspect ratio of the com-
putational mesh is 25 on the line in contact with the top face of the nozzle blocks, near the
side edge of the computational region. The high aspect ratio meshes also exist on the line in
contact with the nozzle channel walls, near the top of the computational region. If we use the
existing wall boundary condition (10) instead of the proposed Equation (13), we have to set
a thinner mesh on the walls of the nozzle blocks, which will lead to an aspect ratio higher
than 100 and subsequently make us use a �ner mesh arrangement. In the case of applying
existing condition (10) to coarse meshes, the solution may often be wrong [20]. This may
a�ect the behaviour of the jet via erroneous distributions of velocity and turbulence quantities
at the nozzle outlet. Consequently, the present wall boundary condition for � is useful to keep
high computational accuracy and e�ciency.

3.6. Numerical method

The numerical algorithm employed in the CASCADE code is SIMPLEST-ANL [28]. Skew
upwind and central di�erential schemes are applied to the convection and di�usion terms,
respectively, for the conservation equations.
Unsteady calculations are performed with a time step of 0:001 s and a maximum outer

iteration number of 20. For the convergence test of the unsteady calculation, we changed the
time step interval from 0.0005 to 0.002 and the maximum outer iteration number from 10
to 50. Within such a range of computational condition, no substantial di�erence was found
among the solutions. The maximum variation of velocity components between the last two
outer iterations in each time step is in the order of 10−6 m=s. In addition, the maximum
relative variation of speci�c enthalpy between the last two outer iterations in each time step
is in the order of 10−8.
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4. RESULT AND DISCUSSION

Plate 1 shows a comparison of the experimental, visualized �ow �eld and the results of
simulations. The �ow visualization experiment was conducted by injecting Rhodamine dye
into the side jets in contrast to the central jet while illuminating with an argon laser sheet.
As for the simulations, colour contours of the temperature �elds are as shown. These pictures
depict a representative 1=15th-of-a-second time sequence of the oscillating triple-jet. In the
region just downstream of the nozzles, the central jet appears straight and two side jets lean
and bend toward the central jet. Afterward the three jets converge into a single stream. Both
predictions reproduced the convergence of the jets. However, the k–� model under-predicts the
transverse swaying motions of the jets, especially for the central jet. Meanwhile the LRSFM
case shows a coherent oscillatory motion of the jets as seen in the experiment; the central
jet sways and meanders, the boundary of the intermittent region of the outer jets is wavy.
In both the experimental and the LRSFM results, note the initial location where the central
jet sways to the right, as the left jet redirects itself toward the right, and vice versa. This
gives the impression that the exterior jets alternately ‘push’ the central jet. In the composite
jet region, the branches of hot �uid within the central cold region of the triple-jet, tends to
homogenize the time-averaged distribution of temperature. On the other hand, the k–� model
predicts no active oscillatory motion in the composite jet region. The results thus presented
indicate the signi�cance of the coherent oscillatory motions to the mixing of non-isothermal
jets. The LRSFM is capable of reproducing this oscillation.
A comparison of the �uctuating temperature trends versus time between the experiment and

the LRSFM prediction is presented in Figure 10. The time series of �uctuations are nearly
sinusoidal for both results, revealing the in�uence of the coherent oscillatory motion of the jets.
On the other hand, the experiment contains random components in addition to the sinusoidal
trend. The peak-to-peak temperature di�erence is about 5◦C for both results. However, the
typical temperature di�erence in one cycle of the experiment is apparently less than 5◦C,
while the LRSFM consistently predicted a 5◦C di�erence. This di�erence is highlighted by
the root-mean-square value of temperature, which will be presented later.
A comparison of the auto-power spectral density of temperature is shown in Figure 11.

As shown, the LRSFM correctly simulates the prominent frequency of 2:25 Hz, the period-
icity attributed to the sinusoidal �uctuation presented in Figure 10. The LRSFM also shows
two harmonics of the prominent frequency, while harmonics and sub-harmonics of smaller
amplitude are seen in the experiment. The k–� model, on the other hand, under-predicts the
prominent frequency as being 1:5Hz. The lower prominent frequency and dampened swaying
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Figure 11. Comparison of auto-power spectral density of temperature �uctuation.

motion predicted by the k–� model are mainly attributed to over-prediction of the eddy vis-
cosity in the mixing region. Numerical di�usion is possibly another reason for damping of the
oscillation. However in the present case, numerical di�usion is not a source of the damping
because the same convective di�erential (skew upwind) and time integration schemes (implicit
Eulerian), as well as the same time step intervals of 0:001s and similar mesh sizes, were used
in both predictions. The reason for the low turbulence level and hence the eddy viscosity of
the LRSFM result is due to a coe�cient in the production term of the � equation. A function
is implemented for the coe�cient instead of using an empirical constant that is popular way
for the k–� model and high Reynolds number type RSMs. The function takes account of tur-
bulence anisotropy. In the jet �ow region, i.e. not in the nozzle, the function gives a higher
value than the �xed empirical constant leading larger productions of �. This subsequently leads
to higher values of � in the LRSFM calculation compared to the k–� model. The relatively
high value of � keeps the turbulence level low in the LRSFM calculation. Note that at the
exit plane of the nozzles, the �ow is fully developed. Also the intensities of turbulence are
the same magnitude between the LRSFM and the k–� model. Therefore, the di�erence of the
results between the LRSFM and k–� model does not originate from the turbulence charac-
teristics in the nozzle channels; that is the wall boundary conditions, the log law or the low
Reynolds number treatment, have no in�uential on the solution in the present case. Also as
we did not present in any �gures in the present paper, a calculation with the high Reynolds
number RSM was also performed using the standard � equation. This simulation showed an
intermediate result between the LRSFM and the k–� model, with respect to the amplitude and
frequency of the oscillatory motion.
Comparisons of mean temperature pro�les in transverse directions are shown in Figure 12.

In the �gure, D=35:8mm; is the hydraulic diameter of the rectangular nozzle. At the down-
stream location, z=D=0:55 (z=D=0 at nozzle exit), the LRSFM agrees well with the ex-
periment while the sharp gradients on either side of the cold jet are under-predicted by the
k–� model. Both models show the same pro�le and under-prediction of mixing at the cold
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jet, at z=D=2:8. At z=D=5:6 and 8.4, the apparent di�erences are shown in both the central
and outer regions; the LRSFM shows a smaller discrepancy with respect to the experiment
than the k–� model. The latter clearly shows the unmixed region of cold �uid. Both models
over-predict the temperature along the outer regions of the stream at x=D= ± (1:0–1:5).
The axial distribution of mean temperature at the centreline (x=D=0) is plotted in

Figure 13. Overall, the LRSFM follows the axial temperature increase seen in the experiment.
The increase is, however, delayed and abrupt. On the other hand, the k–� model predicts
a gradual temperature increase which is markedly di�erent from the experiment. The rapid
temperature increase corresponds to the location of the coherent oscillation of the jets in the
experiment and LRSFM result. Thus, the oscillation signi�cantly contributes to the mixing of
the jets.
Next, the temperature �uctuation is discussed, featuring the contribution of the coher-

ent oscillation. To treat temperature �uctuations arising from the coherent oscillation and

Copyright ? 2003 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2003; 43:1019–1044



1034 M. NISHIMURA AND N. KIMURA

: LRSFM : k-ε

X/D

8.4

5.6

2.8

0.5

0.0

0.2

0.4

T
R

M
S

/∆
T

0.0

0.2

0.4

-3 -2 -1 0 1 2 3

T R
M

S
/∆

T

x/D

0.0

0.2

0.4

-3 -2 -1 0 1 2 3
T

R
M

S
/∆

T
x/D

0.0

0.2

0.4

T
R

M
S

/∆
T

z/D = 0.55

z/D = 2.8

z/D = 5.6

z/D = 8.4

: Experiment

Figure 14. Comparisons of temperature �uctuation intensity pro�les.

turbulent �ow, we introduce the following decomposition of instantaneous temperature t by
the expression:

t=T + t̃ + t′ (19)

where T is the mean temperature, t̃ is the periodic component due to contribution of the
coherent oscillation and t′ represents random or incoherent turbulent motion [29; 30]. Then
the root-mean-square value, the intensity of temperature �uctuation, TRMS, is written as

TRMS =

√
t̃2 + t′2 + 2t̃t′ (20)

We can readily calculate TRMS from the experimental data in which the instantaneous tem-
perature t is acquired. On the other hand in a numerical simulation, the Reynolds averaged
conservation equations with a turbulence model provide temperature �uctuations due to the
coherent oscillation and turbulence of the jets separately. Namely, we performed the unsteady
calculation with a time step interval of 0:001s. Therefore, the simulation reproduces a compos-
ite jet oscillation accompanied by a sinusoidal temperature �uctuation (T + t̃) (see Figure 10),
in addition to the turbulent �uctuation of temperature �t′ calculated from the h′h′ equation.
Thus Equation (20) should be used to calculate TRMS. We note, however, that according to
Reynolds et al. [29], the cross term of coherent and turbulence �uctuations is, by de�nition,
t̃t′ ≈ 0, since the time-scales of the �uctuations are completely di�erent. Hence no correlation
is expected between them. In fact, a data analysis of our experiment shows that t̃t′ is less
than 5% of TRMS when calculated by Equation (20) within the region where the coherent
oscillation shows the maximum amplitude.
Comparisons of intensity of temperature �uctuations between the experiment and the pre-

dictions are shown in Figure 14. Again, relative agreement between the LRSFM and the
experiment is better than with the k–� model. The k–� model consistently over-predicts
the �uctuation in the region in between the jets. At z=D=0:55, the experiment and the
LRSFM show small intensity of temperature �uctuations in between the jets (0:3¡|x=D|¡1:7).
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However, the k–� model signi�cantly over-predicts the intensity. Figure 15 presents axial dis-
tributions of temperature �uctuation intensities at the centreline. Here too, the LRSFM captures
the trends in both development and decay of the temperature �uctuation in comparison to the
experiment while the peak value is excessively high. In contrast the k–� model correctly pre-
dicts the initial increase in TRMS but poorly simulates the decay of the �uctuation; that is,
the disagreement is similar to the axial distribution of mean temperature seen in Figure 13.
This poorly simulated mixing based on the k–� model is consistent with the persistence of
the transverse temperature gradient in Figure 12 at z=D=5:6 and 8.4. Here again, for z=D¿5,
TRMS calculated with the k–� model is greater than that in the experiment; the lack of mixing
due to coherent oscillation is apparent in the mean temperature pro�le.
Next, we show the mean velocity pro�les at z=D=8:4 in Figure 16. In this �gure, we apply

popular non-dimensionalization in which the centre-line velocity, Wm, and half-width of the
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Figure 17. Comparisons of phase averaged temperature pro�les.

jet, H , are used. The experimental points were acquired by UVP and shows data containing
scattered noise beyond x=H¿1, at the right. The LRSFM agrees well with the experiment,
while the k–� model predicts a �atter pro�le around the centreline.
Lastly, pro�les of the phase-averaged temperature, T+ t̃, are presented in Figure 17. Details

are presented in Reference [31] on the phase averaging method applied to the experiment.
Both prediction results are not satisfactory with respect to agreement with the experiment. The
k–� model consistently shows stable pro�les of the phase-averaged temperature such that the
pro�les are nearly symmetrical and the axis of symmetry stays around the centreline of the cold
jet. As for the LRSFM, the predicted result exhibits signi�cant variation of the phase-averaged
temperature pro�le. At certain positions and phase angles, the LRSFM and the experiment
agree qualitatively. As seen in Figure 10, the LRSFM over-predicted the coherent oscillation,
t̃; that is, it under-predicted the random component of temperature �uctuation, t′. On the other
hand, the experimental result contains a random �uctuation component produced by large-scale
recirculating vortices beside the triple-jet, inside the plenum in which the jets are submerged.
The contribution of large-scale vortices is not simulated in the present computations. This
could be one of the reasons for the di�erence between the LRSFM and the experiment.
Finally, with respect to proper numerical simulation of multiple, thermal jets, two physical

mechanisms are thought to contribute to the accurate simulation of thermal mixing, these
being: (1) a low level of turbulence (i.e. eddy viscosity) that induces the transverse oscillation
of the jets thus enhancing mixing, and (2) substantial turbulent mixing downstream of the
oscillation dominated region.
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5. CONCLUDING REMARKS

The LRSFM were presented with the algebraic function for the wall boundary condition
of �. The latter is to improve the model capability on a coarse meshes for practical use.
The results from validation studies showed that the present model is capable of predicting
turbulent–laminar transition resulting from strong heating as well as the transition by change
of Reynolds number. Moreover, the coarse meshes are applicable to the present model. Typi-
cal mesh width applied was 5 times or larger as compared to that used with the existing wall
boundary condition for �. The results from the predictions with the coarse meshes agreed with
the accepted correlations for heat transfer and friction factor within the range: Re¡5× 104,
0:0044¡Pr¡10. When the �ne mesh was applied, the present model gave good agreement
to Sleicher–Rouse [23] correlation up to Pr=103. The present model thus enhances com-
putational capability of the low Reynolds number second moment closure turbulence model.
Namely applicability of the complex turbulence model to complicated phenomena is extended
as compared to existing models.
URANS simulations using the LRSFM and the standard k–� model were compared to an

experiment with three vertical jets, the cold in between two hot jets, simulating the thermal
mixing and temperature �uctuations anticipated at the outlet of a liquid metal fast reactor
core.
The LRSFM could simulate the experimental results such as the oscillatory motion and

mean pro�les of the �ow pattern. In fact, the LRSFM simulation indicated that the in�u-
ence of turbulence on the thermal mixing was of second-order importance in contrast to the
contribution by coherent phenomena that signi�cantly contributed to the mixing via periodic
oscillation of the jets. In particular, the periodic oscillation was most evident in the region
where the three jets merged to form a composite jet. The LRSFM, however, over-predicted
the variation of the phase-averaged temperature pro�les.
In comparison, the k–� model consistently under-predicted the mixing e�ect due to the os-

cillatory motion, such that a transverse mean temperature di�erence existed far downstream.
Equally, a higher intensity of temperature �uctuation remained as compared to the experi-
ment. We attributed this to the apparently high turbulent viscosity along the edge of the jets,
thus constraining them from oscillating in the transverse direction. This prevented substantial
thermal mixing.

APPENDIX A

Conservation equations for the LRSFM
Conservation of mass

D�
Dt
=0 (A1)

Momentum equations

D�Ui
Dt

= − @P
@xi

+
@
@xj

(
�
@Ui
@xj

− �u′iu′j
)
+ gi(�− �0) (A2)
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Energy equations

D��h
Dt

=
@
@xi

(
�
cp
@�h
@xi

− �u′ih′
)

(A3)

Reynolds stress equations

D�u′iu′j
Dt

−DIFF(�u′iu′j)=Pij +Gij +�ij − ��ij (A4)

Turbulence heat �ux equations

D�u′ih′

Dt
−DIFF(�u′ih′)=Pit1 + Pit2 +Git +�it − ��it (A5)

Energy �uctuation equation

D�h′h′

Dt
−DIFF(�h′h′)=Ph − 2��h (A6)

Equation of turbulent kinetic energy dissipation rate

D��
Dt

−DIFF(��)= (C1� + ’1 + ’2) �k Pk + C3�
�
k
Gk − C2� ���̃k (A7)

�̃= �− 2�
(
@k1=2

@xn

)2
(A7a)

where
Substantial derivative

D
Dt
=
@
@t
+Uj

@
@xj

(A8)

Di�usion terms

DIFF(�u′iu′j) =
@
@xk
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��kl + Cs

k
�
�u′ku

′
l

)@u′iu′j
@xl

}
(A9)

DIFF(�u′ih′) =
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[{(
�
2
+

�
2cp
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(A10)

DIFF(�h′h′) =
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(A12)
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Production terms

Pij =−
(
�u′iu′k

@Uj
@xk

+ �u′ju′k
@Ui
@xk

)
(A13)

Pit1 =−�u′iu′k
@�h
@xk

(A14)

Pit2 =−�u′kh′
@Ui
@xk

(A15)

Ph =−2�u′ih′
@�h
@xi

(A16)

Pk =−�u′iu′k
@Ui
@xk

(A17)

Gij =− �
cp
	(giu′jh′ + gju′ih′) (A18)

Git =− �
cp
	gih′h′ (A19)

Gk =− �
cp
	giu′ih′ (A20)

Pressure strain terms

�ij =�ij1 + �ij2 + �ij3 + �ijw (A21)

�ij1 =−C1 ��k
(
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Cl�xn
(A25)

where xn is the distance from a wall and ni the unit vector in the xn direction.
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Pressure temperature �uctuation gradient correlation terms

�it =�it1 + �it2 + �it3 + �itw (A26)

�it1 =−Ct1 ��k u
′
ih′ − Ct1n

��
k
aiju′jh′ (A27)

�it2 =−Ct2(Pit1 + Pit2) (A28)

�it3 =−Ct3Git (A29)

�itw =C ′
t1�kt1nkni

k3=2

Cl�xn
(A30)

Dissipation rate

�ij =
2
3
�ij� (A31)

�it =0 (A32)

�h =Ch1
h′h′

k
� (A33)

Functions for the low Reynolds number treatment

’1 = C’1A(Pk=�− 1:0) (A34a)

C’1 := 1:5 (A34b)

’2 = C’2(1− 0:3A2) exp{−(0:002RT )1=2} (A35a)

C’2 := 0:35 (A35b)

C1 = 1 + 2:58AA
1=4
2 [1− exp{−(0:0067RT )2}] (A36)

C2 = 0:75A1=2 (A37)

C ′
1 =−2C1=3 + 1:67 (A38)

C ′
2 =max[2(C2 − 1)=3 + 0:5; 0]=C2 (A39)

A=1− 9
8
(A2 − A3) (A40)

A2 = aijaji (A41)
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Plate 1. Instantaneous �ow �elds and predicted contour of iso-therms.
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A3 = aijajkaki (A42)

aij =
uiuj
k

− 2
3
�ij (A43)

RT =
k2

��
(A44)

Empirical constants are shown in Tables A1–A3.

Table A1. Empirical constants for Reynolds stress equations.

Cs C1 C2 C3 C′
1 C′

2 C′
3 Cl

0.22 Eq.(A36) Eq.(A37) 0.6 Eq.(A38) Eq.(A39) 0.0 2.5

Table A2. Empirical constants for turbulence heat �ux and energy �uctuation equations.

Cht Ct1 Ct1n Ct2 Ct3 C′
t1 Chr Ch1

0.15 4.5 2.2 0.4 0.33 0.25 Cs 0.62

Table A3. Empirical constants for � equation.

Cs� C1� C2� C3�

0.18 1.44 1.92 0.7

APPENDIX B: NOMENCLATURE

cp speci�c heat at constant pressure, J=kg=K
D hydraulic diameter, m
G mean mass �ux, ṁ=(0:25
D2), kg=(m2 s)
h instantaneous speci�c enthalpy, i.e. enthalpy per unit mass, J=kg
H half-width of a jet, m
k turbulent kinetic energy, m2=s2

ṁ mass �ow rate, kg=s
q′′w wall heat �ux, W=m2

t instantaneous temperature (◦C), time s
T time-mean temperature, ◦C
U time-mean axial and transverse velocity components for the �ow in the tube and

the triple-jet, respectively, m=s
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W time-mean vertical velocity component, m=s
u instantaneous axial and transverse velocity components for the �ow in the tube and

the triple-jet, respectively, instant velocity component in the direction noti�ed by
subscript i, j or k, m=s

u� friction velocity =
√
�w=�, m=s

v instantaneous spanwise velocity component, m=s
x axial co-ordinate for the �ows in the tubes, transverse co-ordinate with the origin

at the centreline of the centre jet for the triple-jets, m
xn; y co-ordinate perpendicular to the wall with the origin on the wall, m
z vertical position, measured from the outlet of the jet nozzle, m

Non-dimensional quantities

Gr Grashof number = g	�TD3=�2

Pr Prandtl number
q+ heat �ux, q′′w=Gcp�; q

+
i , based on inlet conditions, q

′′
w=Gcpin�in

Re inlet or bulk Reynolds number = (Uin or Ub)D=�
Re� Reynolds number based on the friction velocity = u��=�
Ri Richardson number =Gr=Re2

y+ non-dimensional distance from the wall= u�y=�

Greek letters

�T injection temperature di�erence=Th − Tc, ◦C
� dissipation rate of turbulent kinetic energy, m2=s3

� absolute temperature, ◦K
’ phase angle, rad
� thermal conductivity, W=m=◦C
� absolute viscosity, Pa s
� kinematic viscosity, m2=s
� speci�c weight of �uid, kg=m3

� shear stress, Pa

Subscripts

b bulk
c variable concerning cold jet
exp experiment. For the non-dimensional quantities Grexp, Reexp and Riexp, �T and D

correspond to temperature di�erence between the hot and cold jets and slit nozzle
hydraulic diameter, respectively

h variable concerning hot jets
i or in inlet
LMFR liquid metal fast reactor. For the non-dimensional quantities GrLMFR, ReLMFR and

RiLMFR, �T is about 100◦C, temperature di�erence between the fuel and control
rod subassemblies, and D typically about 100mm, diameter of an outlet nozzle of
the subassemblies
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m maximum value in the cross-section under consideration
RMS root mean square value
w wall

Superscripts

′ �uctuation component due to turbulence, e.g. u′= u−U

Miscellaneous

Overbar time-mean quantity
∼ coherent component of a �uctuation
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